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Der EU Al Act - Grundlagen

Was Fiihrungskrafte jetzt wissen miissen

»Ist das eigentlich schon Kl — und fallt das unter das Gesetz?"

Die Frage kommt in einem Leitungskreis, nachdem ein neues Analyse-Tool vorgestellt wurde.
Angeblich Kl-gestutzt. Und dann kommt der Satz: ,Mit diesem neuen EU-Gesetz miissen wir das
ja wahrscheinlich priifen, oder?”

So beginnt es oft: Kl ist langst da — in Tools, Prozessen, Entscheidungen. Und nun gibt es ein
verbindliches Regelwerk: den EU Al Act. Doch was genau regelt er? Welche Pflichten entstehen -
und fir wen? Was bedeutet das fiir Organisationen, die nicht Kl entwickeln, sondern einfach nur
einsetzen?

Was der EU Al Act genau regelt

Der EU Al Act ist das erste umfassende Gesetz zur Regulierung Kiinstlicher Intelligenz. Er ist am
1. August 2024 in Kraft getreten und gilt ab 2025 schrittweise in allen Mitgliedstaaten.

Ziel ist es, einen einheitlichen Rechtsrahmen schaffen, der Innovation erméglicht — und
gleichzeitig Risiken begrenzt.

Wen betrifft das Gesetz?

Nicht nur Anbieter, sondern auch alle, die KI-Systeme nutzen, weiterverkaufen, verwalten oder in
Prozesse integrieren.

Also auch offentliche Einrichtungen, Unternehmen jeder GroBe und Branchen — unabhangig
davon, ob sie selbst Kl entwickeln oder nicht.

Wie funktioniert der Al Act?
Kern des Gesetzes ist eine Einteilung von KI-Systemen in vier Risikoklassen:

« Verbotene Kl: Systeme, die Menschen manipulieren oder grundlegend diskriminieren (z.B.
Social Scoring, verdeckte Emotionserkennung im Arbeitskontext).

» Hochrisiko-KI: Systeme, die wesentliche Lebensbereiche betreffen — etwa Bildung, Personal,
Justiz, Kreditvergabe oder Gesundheitswesen.

» Begrenztes Risiko: Systeme mit potenziellen Risiken, die aber durch Transparenzpflichten
ausreichend abgesichert werden kdnnen (z. B. KI-Chatbots).

» Minimales Risiko: Systeme mit sehr geringem Risiko, z. B. automatische Sortierfunktionen,
Spamfilter, KI-Vorschléage in Texteditoren.

Generative Kl (wie ChatGPT) fallt grundsatzlich unter die Kategorie ,begrenztes Risiko”, kann
aber — je nach Anwendung — auch als Hochrisiko-KI gelten.
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Ab wann was gilt — die Zeitleiste zur Umsetzung

Der EU Al Act ist seit Mitte 2024 offiziell beschlossen — aber er entfaltet seine Wirkung
schrittweise. Fir Fiihrungskrafte ist es wichtig zu verstehen, wann welche Pflichten greifen, um
nicht erst bei der Kontrolle reagieren zu miissen.

Hier die zentralen Zeitpunkte:

» 12. Juli 2024 - Veroffentlichung im Amtsblatt: Die Rechtsgrundlage steht.

« 1. August 2024 - Inkrafttreten: Das Gesetz gilt, aber ohne sofortige Pflichten. Die
Ubergangszeit beginnt.

* 2. Februar 2025 - Verbot illegaler Kl + Pflicht zur Schulung (Al Literacy): Verbotene Systeme
sind ab diesem Zeitpunkt untersagt. Zudem miissen Organisationen nachweislich alle
Mitarbeitenden informieren und schulen, die mit Kl in Beriihrung kommen.

* 2. Mai 2025 - Verdoffentlichung freiwilliger Verhaltenskodizes: Anbieter generativer Kl (z. B.
ChatGPT) erhalten Orientierung fiir die Einhaltung der kommenden Pflichten.

« 2. August 2025 - Pflichten fiir generative Kl (General Purpose Al): Transparenz,
Kennzeichnung und Governance werden verbindlich. Auch Sanktionen greifen erstmals.
Anbieter klassischer Hochrisiko-KI erhalten Ubergangszeit bis 2027.

» 2. August 2026 - Vollanwendung des Gesetzes: Alle Vorgaben fiir Hochrisiko-KI gelten
verbindlich - inklusive Registrierung, Risikopriifung, Dokumentation und Kontrolle.

« 2. August 2027 - Ende der Ubergangsfrist: Spatestens jetzt miissen alle Hochrisiko-Systeme
vollstandig rechtskonform betrieben werden.
Fiir Fiihrungskrafte gilt:

2024 war der Startschuss. 2025 ist das Jahr der Aufbauarbeit. Bis 2026/2027 miissen
Strukturen, Zustandigkeiten, Schulungen und Prozesse stehen — nicht nur auf dem Papier,
sondern im Alltag.

Welche Pflichten sich daraus fiir Organisationen ergeben

Je nach Risikoklasse gelten unterschiedliche Anforderungen. Entscheidend ist: Wer Kl einsetzt,
tragt Verantwortung — auch wenn das System von auBen kommt.

Fir die meisten Organisationen entstehen dabei folgende zentrale Pflichten:

Transparenzpflicht

Wenn Kl genutzt wird — etwa in Kommunikation, Service oder Entscheidungsunterstiitzung —,
muss das klar erkennbar sein. Nutzende (Kund:innen, Mitarbeitende, Bewerber:innen) diirfen
nicht getduscht werden.

Schulungspflicht

Organisationen missen sicherstellen, dass alle Mitarbeitenden, die mit Kl arbeiten, Giber deren
Funktion, Grenzen und Risiken informiert sind. Der Al Act verlangt nachweisbare Schulung — auf
allen Hierarchieebenen, nicht nur in der IT.
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Risikopriifung

Bei Hochrisiko-Kl ist eine strukturierte Risikobewertung vorgeschrieben — vor dem Einsatz. Dazu
gehoren: Priifung auf Diskriminierung, Fehleranfalligkeit, Nachvollziehbarkeit, technische
Robustheit.

Technische & organisatorische MalRnahmen

Je nach Risikoklasse miissen Prozesse zur Qualitatssicherung, zum Monitoring und zur Reaktion
auf Fehler eingerichtet werden. Diese konnen je nach Einsatz stark variieren — sie miissen aber
dokumentiert und nachvollziehbar sein.

Registrierungs- und Informationspflichten

Hochrisiko-Systeme miissen in ein zentrales EU-Register eingetragen werden. Auch externe
Anbieter missen Uberprift und dokumentiert werden — es reicht nicht, sich auf deren Aussagen
zu verlassen.

Vertiefende Informationen zu den konkreten Pflichten, die sich fiir alle Organisationen aus dem
EU Al Act ergeben, finden im Dossier “Der EU Al Act - Konkrete Pflichten”, das wir gern ebenfall
zur Verfligung stellen.

Verantwortung bleibt — auch bei externen Tools

Viele Organisationen entwickeln keine eigenen KI-Systeme, sondern kaufen Tools ein oder nutzen
integrierte Funktionen in Standardsoftware.

Gerade hier entsteht ein mdglicher blinder Fleck: Nur weil eine Kl ,von auBen“ kommt, entfallt die
Verantwortung nicht.

Externe Anbieter entbinden nicht von Pflichten

Auch bei zugekauften Systemen missen Organisationen priifen, ob es sich um KI mit Risiko
handelt. Sie miissen sich vergewissern, ob Transparenzpflichten bestehen, ob eine
Risikobewertung notwendig ist oder ob Mitarbeitende geschult werden mussen.

Ein Verweis auf das Whitepaper des Herstellers genligt nicht — genauso wenig wie ein , Trust me"-
Versprechen in Marketingmaterialien.

Gefahr durch Embedded KI

Besonders anspruchsvoll sind versteckte KI-Funktionen, z. B. in CRM-Systemen, HR-Software
oder Kundenportalen. Sie sind haufig standardmalig aktiviert — und werden gar nicht als
eigenstandige Kl erkannt.

Doch auch hier gelten Pflichten: Sichtbarkeit, Nachvollziehbarkeit und ggf. Dokumentation.

Fiihrungsimplikation: Tool-Auswahl wird zur Compliance-Frage

Die Auswahl digitaler Werkzeuge ist nicht langer nur eine IT- oder Effizienzentscheidung. Wer
Tools einfihrt, flihrt Pflichten ein. Fihrungskrafte miissen sich daher gezielt fragen:

« Ist der Anbieter Al-Act-konform aufgestellt?
« Liegen aussagekraftige Risikoeinschatzungen vor?
 Wer verantwortet die Uberpriifung und Einhaltung der Pflichten bei externer Software?
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Deutscher Rahmen (Stand: Referentenentwurf)

Europa gibt den Rahmen — doch wie Souveranitat gelebt wird, entscheidet sich in jedem
Mitgliedstaat. Fir Deutschland liegt dazu ein erster Referentenentwurf des Bundesministeriums
fiir Digitales und Staatsmodernisierung vor (Bearbeitungsstand 11.09.2025).

Er zeigt, wie der EU Al Act in nationale Strukturen Uibersetzt werden soll.
Zentrale Punkte sind:

« Koordination & Kompetenzzentrum: Bei der Bundesnetzagentur (BNetzA) entsteht ein
Koordinierungs- und Kompetenzzentrum (KoKIVO). Es soll Expertise biindeln und andere
Behorden unterstiitzen — mit dem Ziel einer innovationsfreundlichen und zugleich
birokratiearmen Umsetzung.

» Ankniipfen an Bestehendes: Wo die KlI-Verordnung in bestehende Produktregulierungen
hineinwirkt, bleiben die bisherigen Marktiiberwachungs- und Notifizierungsbehorden
zustandig. Nur in neuen Bereichen (z. B. Finanzdienstleistungen) werden zusétzliche
Aufgaben erganzt.

* Neue Zustandigkeit der BNetzA: Fir Felder ohne klare Aufsichtsstrukturen — etwa Biometrie,
kritische Infrastrukturen, KI am Arbeitsplatz oder in Bildung, Migration und Justiz — wird die
BNetzA zustandige Marktiiberwachungs- und Notifizierungsbehorde.

« Finanzsektor-Spezifik: Im Finanzbereich ibernimmt die BaFin die Marktiiberwachung, wenn
KI-Systeme direkt mit regulierten Finanztatigkeiten verbunden sind — auch im Zusammenspiel
mit der EZB.

» Unabhangigkeit & Kontrolle: Innerhalb der BNetzA entsteht eine unabhangige
Marktiiberwachungskammer (UKIM), die ab 2026 jahrlich an den Bundestag berichtet.

Was das bedeutet: Auch in Deutschland wird KI Souveranitat konkret — in Aufsichtsbehdrden,
Zustandigkeitsketten und Verfahren. Fiir Organisationen heifl3t das: Sie miissen ihre Governance
so ausrichten, dass sie mit der BNetzA/KoKIVO als zentraler Schnittstelle, mit sektoralen
Aufsichten wie der BaFin und mit der neuen UKIM in Kontakt treten konnen.

Noch handelt es sich um einen Referentenentwurf — Anderungen sind méglich. Doch die
Richtung ist klar: Europaische Regeln werden national umgesetzt, und damit wird aus politischer
Vision konkrete Aufsichtspraxis.

Europaische Initiativen: Al Continent & Apply Al

Neben dem EU Al Act arbeitet die EU an zwei weiteren Saulen, die fur Organisationen wichtig
werden: Al Continent (Infrastruktur und Investitionen) und Apply Al (Nutzung und Adaption in der
Breite).

Beide Initiativen flankieren den EU Al Act und zeigen: Regulierung allein reicht nicht — es braucht
auch eigene Rechenzentren, Datenrdume, Investitionen und eine konsequente Einfiihrung in
Schliisselbranchen.

Wer verstehen will, wie diese Bausteine zusammenspielen und was sie fiir die Wettbewerbs-
fahigkeit Europas bedeuten, findet vertiefende Informationen im Dossier ,,European Sovereign Al
- Wie Europa seine KI-Unabhangigkeit gestalten kann”.
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Was Organisationen jetzt tun sollten

Die gute Nachricht: Der Al Act betrifft nicht jede kleine KI-Funktion. Aber er verlangt dort Klarheit,
wo Kl systematisch eingesetzt wird. Besonders in sensiblen Bereichen. Fiihrungskrafte sollten
deshalb jetzt:

Bestandsaufnahme machen

Wo wird in der Organisation bereits Kl eingesetzt — sei es offensichtlich oder eingebettet in
bestehende Tools?

Risikoeinstufung priifen

Fallen einzelne Systeme unter Hochrisiko-KI? Wird etwa in der Personalabteilung Kl-gestiitzte
Vorauswahl betrieben? Oder im Kundenservice automatisiert bewertet?

Zustandigkeiten klaren

Wer tragt Verantwortung fir Priifung, Dokumentation, Schulung? Gibt es interne Prozesse, oder
geschieht alles nebenbei?

Schulungen vorbereiten

Die Pflicht zur Information gilt — und betrifft auch die Fiihrungsebene. Schulung ist keine
Formalie, sondern ein Organisationsmerkmal: Versteht die Organisation, was sie tut?

Den Al Act als Fithrungsrahmen begreifen

Der Al Act ist kein reines Compliance-Thema. Er schafft Struktur, um mit KI verantwortungsvoll
und nachvollziehbar zu arbeiten — das starkt auch Vertrauen, Wirkung und Fihrbarkeit.

Fazit

Der EU Al Act will Innovation nicht bremsen, sondern steuerbar machen.

Fir Fihrungskrafte ist das kein juristisches Thema — sondern eine Frage der Klarheit: Was
geschieht in der Organisation? Wo sind Risiken? Und wie zeigen wir, dass wir Verantwortung ernst
nehmen?

Kiinstliche Intelligenz weiterdenken

Wenn Sie Interesse an weiterfiihrenden Informationen haben, melden Sie sich gern:
Unverbindliche Beratung: https://calendly.com/freuding/beratung-ki

Kontakt: Dr. Beate Freuding, freuding@digital-leader.eu, 0152 05188026

Weitere Dossiers & E-Books zum Download: ki-briefing.kit.com

Hinweis: Die Regulierung innerhalb Europas entwickelt sich sehr schnell. Dieses Dokument ist im September 2025
erstellt worden. Zum Zeitpunkt des Lesens kénnen die im Dokument genannten Fakten bereits iberholt sein.

Dieses Dokument dient der allgemeinen Information und Orientierung und ist in enger Zusammenarbeit mit Kiinstlicher
Intelligenz entstanden. Es stellt keine Rechtsberatung dar und kann eine individuelle juristische Priifung im Einzelfall
nicht ersetzen.

Alle Angaben wurden sorgfaltig recherchiert und nach bestem Wissen erstellt. Dennoch ibernimmt die Autorin keine
Gewabhr fiir die Aktualitat, Vollstandigkeit oder Richtigkeit der Inhalte, insbesondere im Hinblick auf sich
fortentwickelnde gesetzliche Vorgaben.

Fiir Entscheidungen, die auf Basis dieses Dokuments getroffen werden, iibernimmt die Autorin keine Haftung. Die
Umsetzung rechtlicher Anforderungen — insbesondere im Bereich KI-Governance - sollte stets in Abstimmung mit
fachkundiger Rechtsberatung erfolgen.
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